r

the second head reading the second 5 minutes of the movie, etc. Thus, the motion of the arm hold​ing the disk heads (let us assume one head per surface), would be a slow spiral from the outside towards the center of the disk, taking exactly 5 minutes. When the head reaches the center of the disk, the arm moves rapidly to the outside of the disk and repeats. Each time the disk seeks back to the outside, the relative positions of the outputs are switched in a circular fashion, i.e. if output, was reading from head,, it now reads from head 2. In general, if output , is connected to head be​fore the seek motion, it will be connected to

head( j+l)moa 20 after the seek. We also assume that

there is a small smoothing buffer connected to each output, which prevents an interruption in the data stream during seeks. Thus, a disk with 20 heads is producing 20 different versions of the same movie, each with a 5 minute phase offset. The size of the phase offset can be controlled by adjusting the number of heads per movie. This could be accomplished either by changing the physical disk design, or by spreading the movie across more disks, each with a smaller capacity.

The NTSC case, because of the vastly different ratio between the per-head transfer rate and the coding rate, would require a slightly different layout. As an example, one disk marketed in 1988 has a capacity of 637 MB, with a sustained trans​fer rate of 81.6 Mbps (this is done with 4 heads operating in parallel). To meet the capacity re​
quirement of the movie (1.125 GB for 100 minutes), we will require two drives per movie. Each head of the two disks has a transfer rate of 20.4 Mbps. If we assume that we do not want to split a phase across two heads, each head will produce 13 phases at 1.5 Mbps per phase. With 8 heads per movie, 104 different phases of the movie can be simultaneously produced, with a phase difference of 57.7 s.

Figure 4 gives a more detailed view of the disk layout for the NTSC case. We assume that a frame interleaving scheme is used, with each frame holding 1/30 second of video stored contiguously on disk. There are 180,000 frames in 100 minutes of video, which we must partition under 8 heads, each producing 13 phases. To do this evenly, the number of frames in the movie must be an even multiple of both 8 and 13. So, we pad the movie slightly, to 180,024 frames, by adding 24 black frames to the end. Each head (as shown in the middle row of Fig. 4) has under it 22,503 frames grouped into 1,731 blocks. Each block holds 1

frame from each of the 13 phases. The 13 frames of block 0, head 0 are shown in the bottom row of

Fig. 4.

Thus, when a movie begins, the first disk head will read 13 frames (containing 81,250 bytes of video information) from the disk in the first 1/30th of a second. These frames hold the first 1/30th of a second of the first 13 phases of the movie, and are transmitted over the appropriate channels.

Each of the other seven heads does a similar operation, producing the first 1/30th of a second of the remaining 91 phases. The heads then seek (if necessary) to the next block, and repeat.

This simple implementation example ignores several important considerations such as seek time, physical disk layout (i.e. the packing of blocks into the physical disk tracks), and synchronization between the disks and communications channels. While none of these problems are fundamental, the first reduction to practice will probably be challenging.

Back to our customer scenario. Some time after customer, requests the more popular movie, customer2 requests the same movie. There is an arbitrary phase relationship between customer, and customer2. Since the disks are constrained to have a fixed phase relationship between the heads, we must ask customer2 to wait. Customer2 will wait until the next time the disk holding his movie switches heads 3. At this time there will be a head over the exact beginning of the movie, and customer2 will be connected via the switch to the appropriate head on the disk playing his movie. If customer3 also requests a connection at about the same time, the network simply sets up a multicast connecting customer2 and customer3 to the same head.

Using just the library and copier, we now have a rough service that can supply movies to a large number of customers (limited only by the number of disks and the size of the switch). The customers, however, must be brought into a fixed phase rela​tionship, with the granularity controlled by the number of heads per movie, in our examples 57.7 s or 5 min. If the movie is completely on a disk, customers could even fast forward or rewind, in increments of the phase difference between heads, by signaling the network to connect them to another head. Any number of customers could be connected to a single head, limited only by the physical dimensions of the switch.

4.2. The stop-start buffer

The stop-start buffer is used to allow the phase relationship between various customers, initially fixed at the start of a movie, to change during the course of a movie due to the customer requesting a pause in the presentation. Suppose our customer2 above requests the network to stop presentation, and then a short time (relative to the phase dif​ference between heads) later requests that the movie continue from where it left off. At the time the movie is stopped, the network selects an idle stop-start buffer from a pool attached to the switch, and directs the transmission from the disk into this buffer. Then, when customer2 restarts the movie, his transmission will now come from the head of the stop-start buffer, while transmission from the disk continues into the tail end. The stop-start buffer is now operating as a FIFO queue, of the proper length to achieve the desired phase shift between customer2 and the disk heads. Pauses longer than twice the head phase difference can be handled with a combination of the stop​start buffer and a head change. The stop-start buffer could also allow the customer a limited visual rewind or fast forward. The maximum size for the stop-start buffer is fixed at twice the head phase difference, 112/600 s or 21/3750 MB in our examples. Note also that the bandwidth re​quired of the stop-start buffer is twice the coding rate of the channel, or 3/100 Mbps in our exam​ples.

The stop-start buffers must be allocated on a per-user basis, and under worst case conditions might gain little from existing as a shared pool. They also use considerable amounts of switch bandwidth. It is therefore reasonable to consider placing the buffer in the customer's television or digital decoder.

[image: image1.png]
