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Abstract
Efficient multicore programming demands fundamental data structures that support a high degree of concurrency. Existing research on non-blocking data structures promises to satisfy such demands by providing progress guarantees that allow a significant increase in parallelism while avoiding the safety hazards of lock-based synchronizations. It is well-acknowledged that the use of non-blocking containers can bring significant performance benefits to applications where the shared data experience heavy contention. However, the practical implications of integrating these data structures in real-world applications are not well-understood. In this paper, we study the effective use of non-blocking data structures in a data deduplication application which performs a large number of concurrent compression operations on a data stream using the pipeline parallel processing model. We present our experience of manually refactoring the application from using conventional lock-based synchronization mechanisms to using a wait-free hash map and a set of lock-free and wait-free synchronization.

Categories and Subject Descriptors D.1.3 [Concurrency and Parallelism]: Parallel Programming

Keywords lock-free synchronization, parallel data structures, concurrent data deduplication, multiprocessor software design, C/C++ multithreading

1. Introduction
As modern architectures evolve to feature an increasingly large number of CPU cores, a key challenge in developing multi-threaded applications is correctly synchronizing shared data while avoiding excessive performance penalties. Unsafe low-level synchronization mechanisms can easily introduce errors, e.g. race conditions and deadlock, which are extremely difficult to debug. At the same time, application performance and scalability are frequently compromised due to inefficient implementations of synchronous operations on shared data.

Recent advances in the design of lock-free and wait-free data structures bring the promise of practical and highly scalable library containers for concurrent programming [1, 2]. Existing results indicate that these non-blocking data structures can avoid the safety hazards of blocking synchronization and outperform their lock-based counterparts in many scenarios [1–6], especially when the shared data experience high degrees of contention. As demonstrated by Tsigas et al. [7], large scale scientific applications using non-blocking synchronization generate fewer cache misses, exhibit better load balancing, and show better scalability when compared to their blocking counterparts.

In spite of the increasing demand for non-blocking data structures and the existing design of a variety of non-blocking containers, the practical implications of integrating these data structures into existing applications are not well-understood. In this paper we present a study on integrating non-blocking data structures within a data deduplication application from the PARSEC benchmark suite [8]. Data deduplication algorithms are highly concurrent and extremely important in new-generation backup storage systems to compress storage footprints, and in bandwidth-optimized networking applications to compress communication data transferred over the network.

The algorithm implementation applies a large number of concurrent operations to a data stream using the pipeline parallel processing model, in a scenario different from the typical use case scenarios explored in previous studies of non-blocking algorithms. By demonstrating the use of non-blocking synchronization within this implementation of data deduplication, we expect our results to be applicable to other applications of a similar behavior pattern and to potentially enable better implementations of such algorithms in terms of performance, scalability, and progress guarantees.

We have manually refactored the original Dedup application from PARSEC from using conventional lock-based synchronization mechanisms to using a wait-free hash map and several lock-free queues to enhance the degree of concurrency within the application. We seek a better understanding of two important issues: 1) the transformations required to modify an existing multi-threaded application from using lock-based synchronizations to using non-blocking synchronizations; 2) the use case scenarios where non-blocking data structures provide significant performance benefits. Our contributions include the following:
• We analyze the design of two non-blocking data structures, a hash map and a queue, present detailed steps necessary to incorporate them within an existing C/C++ multi-threaded application, and study their behavior when used in combination with blocking algorithms and data structures.

• We use a full-scale application and several micro benchmarks to study the performance trade-offs of traditional blocking mechanisms, fine-grained mutual exclusion, and the up-and-coming non-blocking techniques.

• We outline semantic differences between the use of traditional shared containers and their non-blocking counterparts and outline important tactics in the design and utilization of existing non-blocking data structures to enhance their usability in real-world applications.

The rest of the paper is organized as follows. Section 2 introduces some basic concepts of non-blocking synchronization. Section 3 describes the overall structure of Dedup. Section 4 outlines our methodology for refactoring the application and the alternative concurrent data structures that we have integrated with the refactored Dedup code. Section 5 presents experimental results to evaluate the performance and scalability of the various synchronization approaches. Finally, Section 10 discusses related work, and Section 11 summarizes our findings.

2. Background

In multi-threaded programming, shared data among multiple threads need to be protected to ensure thread safety. A commonly used protection mechanism is to use a global lock to enforce mutual exclusion, so that at most one thread can update a shared data item at any time. However, when many threads are contending for a single lock, the sequential ordering of updates becomes a serious performance bottleneck that limits the scalability of parallel applications.

Existing research has sought to ameliorate this problem by re-designing data structures to support fine-grained locking [9, 10], which uses different locks for disjoint components of the data structure, e.g., one lock per bucket in a hash map, allowing operations that modify disjoint items of a compound data structure to proceed concurrently. Besides potential performance scalability issues, lock-based synchronization requires meticulous attention to details when threads need to acquire and release multiple locks, to avoid unsafe situations such as deadlock, livelock, starvation, and priority inversion [2].

Using atomic primitives supported by hardware, a large collection of non-blocking algorithms has been developed to support lock-free and wait-free synchronizations over shared data, where in a finite number of steps, a subset of the participating threads is guaranteed to make progress [2, 11] (lock-free), or all participating threads are guaranteed to make progress [2, 11] (wait-free). These guarantees are typically based on constructing shared data structures that support linearization of concurrent operations as a main correctness invariant; that is, they support seemingly instantaneous execution of every operation on the shared data, so that an equivalent sequential ordering of the concurrent operations can always be constructed [2].

The practical design of non-blocking data structures is known to be difficult. In particular, non-blocking algorithms are known to vary widely, and there is no general recipe for their design. A typical non-blocking algorithm generally includes three phases: 1) determining the current state of the shared object, 2) deciding whether to assist a pending operation or proceed with own operation, 3) attempting own operation, retrying (return to step 1) if necessary.

While widely adopted, this approach is susceptible to the ABA problem [12], which occurs when the value of a memory location changes from A, to B, and then back to A. An erroneous solution to the ABA problem occurs when a thread does not realize the intermediate nature of the update to B and proceeds to incorrectly change the final value of the entire update sequence from A to B.

3. The Dedup Application

To study the impact of using differently synchronized data structures on the performance and scalability of real-world applications, we selected Dedup, a data deduplication application which applies several global and local compressions to an input data stream, from the PARSEC benchmark suite [8]. The algorithm uses a pipelined programming model to parallelize the compression, where the input stream is first broken into coarse-grained chunks and then divided into fine-grained segments, with each segment hashed and compressed before stored into a hash map. Finally, an output stream is assembled from the hash values and compressed data segments. The algorithm is widely used in new-generation backup storage systems, e.g., the IBM ProtecTIER Deduplication Gateway, to compress storage footprints, and in bandwidth-optimized networking applications, e.g., the CommVault Simpana 9, to compress communication data.

3.1 Computation Structure

Fig. 1 illustrates the overall computational structure of Dedup, which is comprised of five pipeline stages. The three stages in the middle (Roller Fingerprinting, Hash computation, and Compression) are parallelized using multiple threads, while the first (Read Input stream) and last (Assemble Output stream) stages are single-threaded and mostly serve to handle program I/O. The first stage reads the input stream and breaks it up into coarse-grained chunks as independent work units to be operated on by the threads of the second stage. The second stage, which is comprised of five pipeline stages. The three stages in the middle (Roller Fingerprinting, Hash computation, and Compression) are parallelized using multiple threads, while the first (Read Input stream) and last (Assemble Output stream) stages are single-threaded and mostly serve to handle program I/O. The first stage reads the input stream and breaks it up into coarse-grained chunks as independent work units to be operated on by the threads of the second stage. The second stage further fragments the chunks into finer-grained segments via rolling fingerprinting, which uses the Rabin-Karp fingerprinting technique to break up coarse-grained chunks into finer-grained ones. A unique sequence number is associated with each chunk so that they can be ordered correctly when they are reassembled. The third stage computes a SHA-1 hash value for each fine-grained chunk and stores the chunks into a hash map; if any chunk already exists in the hash map, the chunk is considered a duplicate and omitted by the later stages. Next, the fourth stage compresses each remaining chunk before storing it back into the hash map. Finally, the last stage assembles the deduplicated output stream by combining the compressed data segments in the correct order based on their unique

\[1\] ABA is not an acronym; it refers to a value in shared memory changing from A to B and then to A again.
sequence numbers while replacing the duplicate chunks with their hash values (fingertips) in the final result.

The algorithm uses two types of concurrent data structures, a global hash map and four shared queues, one per pipeline stage, to store the data generated from each pipeline stage before they are further processed. In the original implementation of the algorithm, both the hash map and the local queues are synchronized via global locks to support concurrent access of their data. Our study focuses on replacing the implementations of these lock-based concurrent data structures with alternative non-blocking data structure implementations, to observe the impact of non-blocking containers on the overall application performance.

3.2 Execution Configurations
The Dedup application supports a number of ways to reconfigure the concurrent execution of its pipeline stages. e.g. by using different numbers of threads or local queues within each pipeline stage. In particular, it maintains a separate thread pool for each of the middle three pipeline stages so that an arbitrary number of threads can be assigned to work on each stage. The default configuration uses a single queue to maintain the data stream between each pair of pipeline stages. However, to reduce contention among the threads, the application can be configured to automatically use multiple local queues per pipeline stage as that only a small group of threads are sharing each queue.

Overall, the Dedup application can be configured with two parameters: \( n \), the number of threads to be allocated to each of the middle three pipeline stages; and \( \text{Max}_{\text{th}} \), the maximum number of threads allowed to share a single local queue (by default, \( \text{Max}_{\text{th}} = 4 \)). Based on these two parameters, the application adjusts the number of local queues per pipeline stage as \( \left\lfloor \frac{n}{\text{Max}_{\text{th}}} \right\rfloor \). For example, if the user specifies that 32 threads should be used per pipeline stage and a maximum of 4 threads are allowed to share a single queue, then 8 local queues are created per stage.

The strategy within Dedup to dynamically adjust the number of local queues per pipeline stage serves as a scheduling mechanism within the application to ensure proper load-balancing among the threads and to reduce contention on the local queues. Section 5 presents our results when experimenting with different configurations of these two parameters to determine their impacts on the overall performance of the application.

4. Refactoring Dedup
To investigate the potential of automatically refactoring existing applications to use non-blocking concurrent data structures and the overall impact of such application transformations in terms of promoting stronger progress guarantees, better scalability, and improved overall performance, we have manually replaced the lock-protected data structures within Dedup with several alternative implementations and have modified the externally synchronized operations on the original shared data with new internally synchronized APIs. The following subsections detail our modifications to the application and their semantic implications.

4.1 Application Transformations
Modifying existing parallel codes to use non-blocking concurrent data structures requires a number of considerations, including semantic differences of the alternative data structures, the API's used to access them, modifications of synchronization schemes to protect shared data, and the implications of making them lock-free. We have taken the following three steps to systematically modify the Dedup application to address these issues.

1. Identify shared data structures protected by global locks. Through manual examination of the application source code and its profiling runs, we have identified two critical shared data structures within Dedup: the hash map used to track duplications of data items, and the local queues used to store the data stream between pipeline stages. The use of these data structures within the application is illustrated in Fig. 1.

2. Analyze the use of the shared data structures and identify equivalent concurrent containers that can be used as alternative implementations. Determine a common API, e.g., similar to that of the unordered maps and queues from the C++ Standard Template Library (STL), for the alternative concurrent containers.

3. Rewrite the application to organize their shared data using the alternative containers and to access the shared data using a designated common API for the containers. In particular, to substitute the original lock-protected hash map and queue operations in Dedup, we manually identified all instances of blocking synchronizations within the application and replaced them with equivalent alternative operations to the new concurrent data structures.

We have explored several alternative implementations of the hash maps and local queues. The following subsections summarize each of these implementations, the progress guarantees they provide, and their expected performance characteristics.

4.2 Substituting The Hash Map
The original hash map used within Dedup has a similar interface as that of the unordered_map in the C++ Standard Template Library (STL) except that it allows the insertion of duplicate keys. Additionally, a special function, hashtable_getlock(key), is provided that returns a lock to support mutual exclusion for all operations related to the designated hash key. While a thread holds this lock, no other thread can make progress on the hash map with a key that hashes to the same position.

Fig. 2a shows an example code fragment that operates on the Dedup hash map. Here the first instruction at line 1 acquires the lock for some hash key, line 2 calls the search function, lines 3-6 insert a new entry to the map if the key is not found, lines 7-10 process the returned result, and finally line 11 releases the lock. This fine-grained locking approach supports the parallelism of operations that operate on disjoint positions in the map. However, if two or more threads are operating on the hash map with keys that hash to the same position, these operations will be serialized. A linked list is used to store an arbitrary number of keys at each location to accommodate hash collisions. As a result, while a typical search operation is expected to take constant-time, it could take \( O(n) \) time, where \( n \) is the number of entries already in the hash map, in the worst case. The size of the hash map is a hard-coded constant that must be chosen wisely to avoid lengthy linked lists.

To explore the performance trade-offs of varying concurrent hash maps, we substituted the original Dedup hash map with the following alternative implementations.

- The Concurrent Hash Map from Intel’s Thread Building Blocks (TBB) library. The TBB hash map incorporates both lock-free and fine-grained synchronization techniques to provide a high degree of concurrency and scalability [9]. All operations on this hash map, except for the resize, are performed in \( O(1) \) time. It utilizes internal locks to maintain correctness and provides the user the option of holding read or write locks on each specific key value [9]. It differs from the Dedup hash map in that a thread needs to acquire a lock only if it needs to update the value associated with a key. If a thread is simply inserting a new key or reading the value of a key, no explicit locking is required.

- The Wait-Free Hash Map implemented by [13, 14]. This implementation provides a high degree of concurrency and scalabil-
lock=hashable_getLock(key);
hash_entry *res=hashable_search(hashable,key);
if(!res){
....
hashable_insert(hashable,key,value);
}
else{
....
res.value=...
}
lock.unlock();

(a) Blocking Hash Map

1 void *res=hash_get(hashtable,key,thread_id);
2 if(!res){
3 ....
4 bool res2=hash_insert(hashtable,key,value,thread_id)
5 if(!res2)
6 goto found;
7 }
8 }
9 else{
10 found:
11 atomic_update(res,value)
12 }

(b) Wait-free Hash Map

Figure 2: Hash Map Code Transformation Example

It is also important to consider Doug Lea's java implementation of a concurrent hash map [15] which is similar in design to Dedup's concurrent hash table, in that they both resolve hash collisions by using linked lists. However, Lea’s concurrent hash map allows for get (search) operations to concurrently execute without the need to block or synchronize with other operations unless an inconsistent state is detected. Additionally, it supports the remove operation by cloning the portion of the linked list before the node to be removed and joining it to the portion of the linked list pointed to by that node. Allowing for the get function to “detect that its view of the list is inconsistent or stale. If it detects that its view is inconsistent or stale, or simply does not find the entry it is looking for.” In the event that it does detect this “it then synchronizes on the appropriate bucket lock and searches the chain again.” The design of Lea’s concurrent hash map allows for non-conflicting operations to proceed independently, and serializes modification operations that operate on the same segment of data. Since his design is based on Java’s garbage collection and synchronization functions it is not compatible with Dedup and was not included in the implementations tested.

Fig. 2 illustrates the program transformations we made in order to substitute Dedup’s hash map with the above alternative concurrent hash maps. The main difference in the transformed code is that by using a concurrent hash map, explicit locking is no longer required when performing an update operation, as the APIs are already thread-safe when working concurrently. In Fig. 2a, Dedup uses locks to ensure that its hash map only contains unique keys. These locks are not necessary when using a thread-safe hash map. In the event that between the search and insert operations of the hash map at lines 2 and 5 of Fig. 2b, a different thread inserts the same key, the insert operation at line 5 would return false, and the execution would proceed as if the search function had found the key in the data structure.

4.3 Substituting The Queues

Fig. 3a outlines the original implementations of the three queue operations in Dedup, where a global lock is used to enforce mutual exclusion of operations on each queue container. In contrast to the typical API of queues in the C++ STL, a key difference in Dedup’s queue implementation is that each enqueue and dequeue operation performs a batch operation of multiple elements to increase throughput every time a thread acquires the global lock of a queue. Additionally, multiple queues could be employed at each pipeline stage to reduce the number of threads operating on the same queues, further reducing contention among the threads and wait time induced by the locks.

A shared queue is a fundamentally sequential data structure where a high degree of contention can be experienced by its head and tail pointers, leading to increased contention and reduced parallelism even when using fine-grained synchronization on the few heavily-contended data of interest. As a result, using non-blocking methods may not deliver as large of a performance boost as that provided by fundamentally concurrent containers such as the hash maps. To investigate such contention issues, we have replaced the original local queue implementation within Dedup with the following non-blocking alternative implementations.

- The non-blocking concurrent queue from Intel’s Thread Building Blocks library is implemented using a sequence of arrays called micro-queues [9]. Each queue operation is assigned to one of the micro-queues, with the Kth operation assigned to the K%Nth micro-queue, where N is the number of micro-queues (by default, N = 8). In essence, the micro-queues are used to remove the contention from a single head or tail at the cost of relaxing the FIFO property of a queue.

- The lock-free queue based on the popular Michael-Scott queue algorithm [16] from the Amino Concurrent Building Blocks library is fundamentally a linked list in which each value is stored in a distinct node. A back-off scheme was added to the queue to allow contending threads to sleep for a pre-defined amount of time in hopes that the scheduler will provide a more favorable ordering of the threads in the future, so that they no longer impede each other’s progress. ABA-prevention [12] has been added to the Amino implementation based on Michael’s safe memory-reclamation algorithm [17].

To substitute the original queue implementation in Fig. 3a with the alternative lock-free implementations, we have modified each implementation of the three batch operations with alternative im-
implementations that operate on a non-blocking concurrent queue data structure, outlined in Fig. 3b. In essence, the decorator design pattern is used to adapt a concurrent queue to the original batch operation interface of Dedup. Compared with the original queue implementations, the new implementation in Fig. 3b has removed from Fig. 3a the locking and unlocking operations at lines 2, 9, 23, and 31; and the waiting-while-full block at lines 3–4, as the enqueue and dequeue functions of a lock-free queue are thread-safe and have unbounded capacities. Further, the locking around the variable that tracks the number of completed threads (lines 36–38) has been replaced with a single atomic increment of the thCmpl value. Finally, the enqueue and dequeue APIs of the lock-free queue are called a specified number of times to support the original batch enqueue and dequeue operations of Dedup.

4.4 Semantic Implications

As discussed in Section 4.1 and illustrated in Figs. 2 and 3, a key challenge in refactoring Dedup to use alternative hash map and queue implementations is to recognize the uses of these data structures and their respective programming interfaces within the application and to identify equivalent concurrent data structures to substitute the original APIs. In many cases, equivalent data structures provide slightly different APIs due to their different internal synchronization mechanisms. For example, using lock-based synchronization, an application can first examine the head of a queue before popping it off. However, such operations may not be possible using a non-blocking queue designed without support for a linearizable “check-and-pop” method. Similarly, the application may need to check whether an element is present in a hash map before insertion, which is not easily implemented in a non-blocking hash map. Fortunately both TBB’s concurrent hashmap and the wait-free hash map we used support such combination of operations, as shown in Fig. 2.

To automate the process of refactoring Dedup, a full understanding of the semantics of the involved hash map and queue implementations is required. In particular, a data structure annotation language could be used to convey their APIs and expected use patterns, so that an automated source-to-source translation framework could be developed to identify the relevant code fragments and perform the necessary program transformations. However, due to the highly complex and dynamic nature of C/C++ applications, we expect that user interaction will be required to ensure correct and complete coverage of the necessary transformations.

5. Experimental Configurations

To understand the performance implications of integrating non-blocking data containers within existing well-tuned multi-threaded applications, we studied the performance variations of Dedup when using the alternative implementations for its two shared data structures, the hash map and local queues. To gain a deeper insight into the observed performance differences, we additionally designed a number of synthetic tests to evaluate the relative efficiencies of these data structures independently of the Dedup application.

Each synthetic test starts with a main thread that initializes a set of global variables, creates an instance of each data structure to be studied, and then spawns a predetermined number of threads to evaluate a mixture of different operations on the data structure of
interest. The main thread records the elapsed time between signaling the threads to begin execution and after all threads have completed execution. Care has been taken to remove all unnecessary work between operations.

### Figure 4: Execution Configurations

Fig. 4 summarizes the different execution configurations (see Section 3.2) of Dedup that we have evaluated for each combination of hash map and queue implementation. All experimental evaluations were performed on a 64-core SuperMicro server, with four sixteen-core AMD Opteron (Model 6272) 2.1 Ghz processors and 64GBs of memory. The machine runs 64-bit Ubuntu Linux version 11.04. All programs were compiled with g++ version 4.7 with the -O3 optimization flag. The default configurations of these parameters are printed in bold in Fig. 4 and are used when comparing the hash map and queue implementations in Sections 6 and 7. Each evaluation has been repeated ten times, and the average of the ten runs are reported as the result of the evaluation. Since we have a dedicated machine for our evaluations, the average variation across different runs of the same evaluation is about 0.3%.

### 6. Comparing Hash Map Implementations

This section provides a study of the performance trade-offs of the original Dedup hash map, TBB’s unordered map, and the wait-free hash map discussed in Section 4.2. Fig. 5 shows the performance comparison of Dedup when using the three different hash map implementations and when operating on a small (Simsmall), a medium (Simmedium), and a large (Simnative) size input data streams. The key differences between these implementations are the progress guarantees they provide and how they handle hash collisions and resizing. We expect the wait-free hash map to perform the best when the number of keys is relatively large and hash collisions occur often, and the original Dedup hash map to degrade in performance as the number of keys increases due to the unbounded linked lists that must be searched during every operation.

From Fig. 5a and 5b, we see that when using the small or medium-sized input, the performance differences from using different hash map implementations are minor, with the wait-free hash map performing slightly better than the other two implementations. Since only a limited amount of work is available at each pipeline stage, all versions reached their best performance when using 4 threads per stage, and adding more threads produces either no benefit or leads to performance degradation (e.g., when using more than 32 threads per stage to operate on the Simsmall input).

When operating on the much larger Simnative input, for all different thread configurations, the wait-free hash map consistently produces a 7-21% performance boost over the alternative hash map implementations. Here, since a much larger amount of work is available at each pipeline stage, the performance peak is not reached until at least 16 threads are used per stage. The increased work leads to the possibility for a higher degree of contention when multiple threads attempt to simultaneously update the same entries of the shared hash map. Further, since a large amount of data need to be stored in the global hash map, many of these data may incur hash collisions. To achieve scalable performance, an implementation with an efficient collision management methodology is needed. Intel TBB’s unordered map performs similarly to the original Dedup map for the majority of cases, with about a 2-6% improvement over Dedup’s hash map when a large number of threads are used per pipeline stage (e.g., 64 threads/stage in Fig. 5c).

We hypothesize that the wait-free hash map performs better than Dedup’s hash map and Intel TBB’s hash map because: 1) it provides better collision management by guaranteeing a constant bound on both the search and insert operations, and 2) it supports a higher degree of concurrency when multiple threads are competing to update the hash map. To validate this hypothesis, we designed two synthetic tests and present the results in Fig. 6.

Since operations from different threads are executed sequentially only when they need to operate on a common position within the hash map (that is, when they need to operate on the same hash key or when their keys incur a collision within the hash map), our first synthetic test aims to maximize these occurrences. By artificially increasing the total number of operations to 15 million (an 18x increase), with similar distributions of search and insert operations as those in Dedup, we expect to trigger a much larger degree of contention in the hash maps and to observe their relative efficiencies of handling the contention and their ability to scale.

Fig. 6a compares the performance of the different hash map implementations when each thread uses a list of randomly generated SHA1 values (the hash key data type used by Dedup) to perform its share of the 15 million operations, where 16% of the operations are insert operations and 84% are search operations. Note that in Dedup, there is only a total of about 810,000 operations on the hash map when using the Simnative input. From Fig. 6a, we see the much larger number of operations indeed result in more contention, which in turn severely degrades the performance of the TBB and Dedup hash maps so that the wait-free hash map now performs orders of magnitude better (41.72x - 838.81x).

To isolate the effect of hash collision management from the overall scalability issues of the Dedup application, our next synthetic test aims to significantly reduce the chances of hash collisions in all three hash map implementations without affecting the probability of multiple threads contending to operate on the same hash key. Our study revealed that the SHA1 key data type used by Dedup imposes an artificial dependence among the different keys so that overall a much higher number of collisions results, as many keys are hashed to a small number of clustered positions within the TBB and Dedup hash maps. This defect in the Dedup hashing function, however, may have a much smaller impact on the wait-free hash map as it is more resilient to poor hashing functions.

To validate this hypothesis, Fig. 6b compares the performance of the hash maps when using a hash function with a more even distribution. Here, since the keys are much better distributed, the number of hash collisions is significantly reduced. Consequently, the performance differences are mostly caused by the different degrees of concurrency when multiple threads are operating on the same key. When up to 32 threads are used, the wait-free hash map outperforms the alternative approaches. In addition, both the wait-free and the TBB hash maps perform significantly better when compared to the original Dedup hash map due to their use of fine-grained synchronization. Note that the performance differences between the TBB and the wait-free hash maps are much smaller, as both of them support a high degree of concurrency when multiple threads need to work on the same data.

### 7. Comparing Local Queue Implementations

In contrast to the concurrent hash map, where operations with distinct hash keys can proceed in parallel independently of each other, all operations on a shared queue occur at either the head or the tail of the queue. Because of its inherently sequential First-In First-Out (FIFO) property, the degree of concurrency that a queue can support is limited. Hence, concurrent operations on a shared queue typically lead to a high degree of contention and thus performance degrada-
As a result, we expect low impact on the overall performance of Dedup when replacing its coarse-grained lock-protected queue with two non-blocking concurrent queues, the Intel TBB’s queue and the Amino Concurrent Building Block’s (CBB) queue (see Section 4.3). Fig. 7 shows our experimental results of comparing the performance impact of the different queue implementations. These results confirm that the integration of queues that support a higher degree of concurrency does not have a significant impact on the overall performance of Dedup.

The Dedup application can be reconfigured with two key parameters, the maximum number of threads per queue and the number of items to be enqueued or dequeued per operation (see Section 3.2). In particular, when the maximum number of threads operating on each queue is decreased, so is the contention on the head and tail of the queue. Increasing the number of items enqueued or dequeued per operation has two effects: the amount of work performed between calls to enqueue and dequeue is increased, and the number of times a queue operation is invoked is decreased, further reducing the contention. These two parameters can therefore be adjusted to help ameliorate any negative performance impact associated with the use of coarse-grained locking in the application’s shared queue.

Fig. 8 shows how the application performance scales with the change of these configuration parameters when using 64 threads per pipeline stage and the Simnative input file. Fig. 8a confirms that as the number of threads operating on the queues increase, so does the contention among the threads, leading to a longer execution time for the whole application. Fig. 8b illustrates the importance of performing batch operations, showing a steady performance increase when more items are grouped in a single enqueue/dequeue operation, with the best performance reached when enqueuing/dequeueing 50 items at a time. By default, Dedup uses a batch mode of 20 items per operation, providing a performance boost of 9% compared with the non-batching mode where each operation manipulates a single item. Another observation from Fig. 8 is that the original Dedup queue has consistently outperformed the other two lock-free queues when the batch mode reaches 20 items per enqueue/dequeue operation and when the max number of threads to share a queue is greater than 4 (the default Dedup configuration), showing better scalability than the other queue implementations.

While our evaluations in both Figs. 7 and 8 demonstrate that using the coarse-grained locking approach employed by Dedup’s queue provides the best overall performance, we attribute this result to the fact that among the three evaluated approaches, Dedup’s queue is the only shared queue that implements an inherent support for batching operations. As shown in Fig. 3b and discussed in Section 4.3, due to the lack of internal support for batch operations from the two alternative lock-free queues, we implemented the Dedup batch operations by simply invoking their single-item enqueue/dequeue operations multiple times, without taking advantage of the added concurrency.

To validate our speculation, in Fig. 9, we devised a synthetic test for the three concurrent queues by splitting all threads into two equal groups: a set of enqueuers and a set of dequeuers. Each enqueuer thread adds its share of elements, and each dequeuer attempts to dequeue until the queue is empty and the enqueuers have completed all of their work. Fig. 9a shows our results when 20 items are enqueued or dequeued at a time by each operation, and Fig. 9b shows the results when the number of elements per operation is decreased to 1.

Note that the performance of the TBB and CBB’s queues did not change at all in these two graphs, while the performance of Dedup’s original queue degraded significantly in Fig. 9b, where Intel TBB’s queue outperformed the other approaches as the original queue of Dedup became a victim of lock contention and reduced parallelism due to the use of mutually exclusive locks. Compared with Amino CBB’s non-blocking implementation, Intel TBB’s non-blocking queue provides an improved and more recent design which results in higher efficiency.

In summary, our performance analysis of the shared queues shows that due to the distribution of contention to multiple queues
and the batch mode of enqueueing and dequeueing, the queue’s effect on the overall performance of Dedup is minimal. Extending the functionality of Intel TBB’s queue to support a batch mode of element insertion and deletion may lead to improved performance and scalability when shared queues are used in the pipeline parallel processing model.

8. Application Scalability

Fig. 10 presents our results of studying how the overall performance of Dedup scales when using representative combinations of the hash map and queue implementations with varying execution configurations including the number of threads per pipeline stage, the maximum number of threads that can share a single queue (MTPQ), and the number of items per batch enqueue/dequeue operation. All evaluations use the largest input size, Simnative.

Most of the graphs in Fig. 10 are similar to that of Fig. 5c, as the performance impact of the hash map implementations dominates the minor performance differences caused by the varying queue implementations. However, when the maximum number of threads per queue (MTPQ) is increased in Figs. 10b, 10d, and 10f, we can see a clear performance degradation for all hash map and queue implementations when the number of threads per pipeline stage exceeds MTPQ, where a large number of threads are competing to access a single shared queue. In spite of the fact that the shared queue operations only comprise a negligible fraction of the overall Dedup execution time, they could become the overall performance bottleneck as each thread spends a significant amount of time waiting to operate on the queues. As a result, the performance benefit gained from the higher degree of concurrency by the wait-free hash map can be lost, resulting in identical performance from using all hash map implementations. While the number of items per enqueue/dequeue operation can ameliorate the performance degradation to a degree, this effect is limited when contention is severe.

9. Core Utilization

In addition to measuring the execution time of the varying implementations of Dedup, we tracked their utilization of each CPU core using mpstat [18]. Fig. 11 presents the core utilization patterns of three representative implementations that use the Dedup’s original hash table and queue (Fig. 11a), TBB’s hash map and queue (Fig. 11b), and the Wait-Free hash map and the Lock-Free queue (Fig. 11c) respectively. Each graph shows the percentage of utilization of each core from the third to the fifth second of execution, where the majority of the utilization occurs. All three graphs use simnative as the input file, with the max thread per queue set to 4, items per en/dequeue set to 20, and with 64 threads executing per pipeline stage. All three graphs have similar patterns of core
Figure 10: Scalability study of Dedup

Figure 11: Core Utilization Dedup

utilization, with the TBB configuration having the highest average utilization, followed by the non-blocking configuration, and then by original configuration. This pattern reveals that in addition to completing computation faster, the non-blocking configuration also uses less processing power to do so.

10. Related Work

In [19], Tsigas et al. present a performance study of integrating non-blocking containers into several key applications from the benchmark suites SPLASH-2 [20] and Spark98 [21]. The authors show that the use of non-blocking containers in large-scale high performance computing applications can lead to a performance increase by a factor of 24 when compared to the standard implementations. Their findings indicate that the use of non-blocking containers does not lead to performance loss in any use scenario.

Further analysis by Tsigas et al. [19] reveals that large-scale scientific applications using non-blocking synchronization generate fewer cache misses, exhibit better load balancing, and show significantly better scalability and performance when compared to their blocking counterparts. In contrast, we focus on the in-depth exploration of a single application and the process of effective and practical concurrent data structure integration and optimization in multiprocessor software. A number of prior studies explore the practical application of non-blocking containers in the context of micro-benchmarks, such as [22] and [23].

Existing research in the design of non-blocking data structures includes linked-lists [24, 25], queues [6, 26, 27], stacks [27, 28], hash maps [25, 27, 29], hash tables [30], binary search trees [31], and vectors [32]. The designs of these new concurrent data structures typically focus on reasoning about their efficiency and practicality through synthetic tests. In contrast, our work focuses on studying the practical impact and performance tradeoffs of using these concurrent data containers within real-world applications.

11. Conclusion

This paper presents a study on integrating two general-purpose concurrent data structures, hash maps and shared queues, within a multi-threaded data deduplication application from the PARSEC benchmark suite [8]. The goal is to investigate the performance trade-offs between using conventional lock-based synchronization mechanisms vs. using lock-free and wait-free synchronizations to implement these data structures and to seek a better understanding of two important issues: 1) the transformations required to modify an existing multi-threaded application from using lock-based synchronizations to using non-blocking synchronizations; and 2) the use case scenarios where non-blocking data structures provide significant performance benefits.

Our results indicate that the application often needs specialized operations, e.g., enqueuing and dequeue elements in batches, that require the standard APIs of a general-purpose concurrent data structure to be adapted for efficiency. In the case of the concurrent queue, the degree of concurrency is minimized since all of its operations are performed on the head and tail pointers. Dedup resolves the concurrency issues of its local queues by supporting batch enqueue/dequeue operations and allowing multiple queues to be used per pipeline stage. As a result, the lock-free queues we integrated within Dedup do not perform as well as the original Dedup queue implementation, because they cannot be easily adapted to support
special batch enqueue and dequeue operations. Similar strategies need to be adopted within the non-blocking queue implementations to enhance the internal concurrency and thereby scalability of their applications.

The performance gains of using non-blocking data structures are often dictated by the distribution of operations on the data, the context within which the operations are invoked, and the degree of concurrency allowed within these operations. Within Dedap, the use of non-blocking hash maps produced significant performance gains, as the hash map allows a greater degree of concurrency by allowing operations on different hash keys to execute in parallel.

We did not encounter many problems while replacing traditional locking data structures with ones that provide concurrent APIs. The main difficulty was understanding the subtle implications of removing the locks, which often contain additional work that is not part of the data structure. For developers that seek to make legacy code non-blocking, these subtleties are understood, and the process of incorporating new data structures is straightforward.
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