Introduction

	Cellular capacity is of great interest to the cellular service providers.  Methods of increasing capacity without decreasing the quality of service are quite valuable in terms of numbers of satisfied customers that can be served.  This report introduces the basic concepts of the CDMA standard, and provides enough information to outline a simulation program of cellular service, in order to maximize capacity while maintaining quality of service.

	The outline of the report is as follows.  First, channel modeling is presented, and some popular channel models are given.  Next, a brief introduction to CDMA is given.  Basics of CDMA operation such as power control and soft handoffs are presented from the IS-95 standard.  After presenting the basics of CDMA, alternate control protocols are presented.  These include variations of the handoff protocol, call admission algorithms which admit calls only when they will not impact the quality of service for current calls. and proposed base station assignment and power control algorithms.

Radio Signal Propagation

	Several factors impact the propagation of radio waves.  The type of terrain, various natural and man-made items that might reflect, diffract, or attenuate the signal all impact the performance of a cellular system.  In this section, we will define these phenomenon, and give brief explanations as to how they are treated mathematically.

General Free Space Propagation Models [Rap 96]

	Free space propagation assumes that there are no obstructions to attenuate, diffract, or reflect the radio waves.  This model assumes a transmitter with antenna, and a receiver with antenna separated by some distance and predicts the power received under these conditions.  Using the Friis free space equation,
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where Pr(d) is the received power as a function of the distance d, Gt is the transmitter antenna gain, Gr is the receiver antenna gain, l is the wavelength of the transmitted signal, and L are system losses not related to propagation.  The antenna gain is 
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where Ae is the effective aperture of the antenna, and is related to the physical size and type of antenna being used.  The wavelength is defined as
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where c is the speed of light in meters/second, and f is the carrier frequency in hertz.  The losses L are usually due to losses in the transmitter or receiver system hardware.

	Usually we are not as concerned with the actual power received as in knowing how much power is lost between the transmitter and receiver.  We can define path loss as the ratio of transmitted power to received power,
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But the path loss is more usable if we put it in dB, so we define
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These formulas are only valid for the Fraunhofer region, or the region beyond the far field distance df, which is defined as
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where D is the largest physical linear dimension of the antenna.  

	In order to simplify the equations, the power at the receiver is calculated based on a reference power, measured some distance do away from the transmitter.  This eliminates the problem of having to know the antenna apertures and gains, and makes for a simple calculation.  It can be shown that the power at distance d relative to the power measured at distance do is
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We can write the received power in terms of dBm, or dB referenced to 1mW.  This takes the form
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Reflection Models

	Radio signals can be reflected just like light waves.  The basic ground reflection model is shown in Figure 1.  In this model, we have two paths for the radio signal to travel to the receiver, the direct, or line of sight path, and the reflected path.
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Figure 1  Two path ground reflection model, with ht as the transmitter height, hr as the receiver height, qi as the incident angle, and qo as the reflected angle.



	The received power can be expressed as
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The Hata Model [Hat 80]

	The Hata propagation model is an empirical formula for path loss in an urban environment.  It is valid for frequencies between 150 MHz and 1500 MHz.  The formula for urban path loss is given by
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where fc is the frequency in MHz, the is the effective transmitter (base station) antenna height in meters, ranging between 30 m and 200 m, hre is the effective receiver (mobile) antenna height ranging between 1m and 10 m, d is the distance between transmitter and receiver, and a(hre) is a correction factor for effective mobile antenna height.  The correction factor a(hre) is given by
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for small to medium cities, and for large cities it is given by
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for fc £ 300 MHz, and for 1500 MHz ³ fc ³ 300 MHz it is given by
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In a suburban area, the formula in (10) is modified to
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and for rural areas, the formula is modified to
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The Hata model is rather involved, but it matches actual propagation data relatively closely.

PCS Extension to the Hata Model [Eur 91]

	In order to use the Hata model above 1500 MHz, the European Co-operative for Scientific and Technical research developed the following extensions to the Hata model, which extend the model to 2 GHz.  The model for path loss is
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where a(hre) are as defined as (11), (12), and (13), and 
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This model is restricted to the following range of parameters:



f�:1500 MHz to 2000 MHz��hte�:30 m to 200 m��hre�:1 m to 10 m��d�  :1 km to 20 km��	(18)



Wideband PCS Microcell Model [Feu 94] [Rap 96]

	This model for personal communication systems was developed from measurements made in San Francisco and Oakland.  The model takes into account a line of sight model (LOS), as well as an obstructed model (OBS).  

	The path loss model has a breakpoint at what is known as the Fresnel distance.  This distance is given by
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The path loss for a line of sight case is given as
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where p1 is equal to � EMBED Equation  ���, the path loss in dB at the reference distance of d0=1 m, n1 and n2 are path loss exponents from Table 1, and df is from Equation (19).

	In the obstructed case, the path loss can be found as
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where p1 is a normally distributed zero mean random variable with variance given in Table 1.



Table 1  Parameters for the wideband microcell PCS model.

 

Transmitter �1900 MHz LOS�1900 MHz OBS��Antenna Height�n1�n2�s(dB)�n�s(dB)��Low (3.7m)�2.18�3.29�8.76�2.58�9.31��Medium (8.5m)�2.17�3.36�7.88�2.56�7.67��High (13.3m)�2.07�4.16�8.77�2.69�7.94��

Carrier to Interference Ratios [Pet 95] [Rap 96]

	One measure of cellular signal quality is the carrier to interference ratio, abbreviated either as C/I, CIR, or SIR.  This is the ratio of desired carrier power to interfering power, usually other cellular base stations or mobile users.  The carrier to interference ratio can be calculated as 
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where Pt is the desired power received from the transmitter, Pi is the undesired interference received, and No is the noise power present.

Fading Channels [Rap 96] 

	Fading is the rapid fluctuations in the signal strength experienced over a short time or distance (for a moving receiver).  Fading is caused by two or more versions of a signal being received at slightly different times.  These signals, called multipath signals, are slightly out of phase with each other, resulting in wide variations in received amplitude.  At times, the signals can negate each other, resulting in severe signal loss.  

	Fading amplitudes can be described as either Rayleigh distributed random variables or Ricean random variables.  Rayleigh distributions are used in cases where there is no direct line of sight path with the transmitter, and Ricean is used where there is a predominant line of sight path to the transmitter.  

	Since fading is an effect which results in an additive combining of several signals, and the signals are Gaussian (normally) distributed random variables due to noise, it would make sense that the Rayleigh and Ricean distributions are derived from the addition of several Gaussian random variables.  Scattered paths with no direct line of sight are considered to be Gaussian with a mean of zero and variance (2, and paths that are line of sight with the transmitter are considered to have a mean of A and a variance of  (2.

	A Rayleigh distribution is given as
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where (2 is the variance of the noise.  A Ricean distribution is given as
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where (2 is the variance of the noise, A is the amplitude of the received signal, and I0(x) is the modified Bessel function of the first kind and zero order.

A Simplified Channel Model

	The preceding channel models are quite good for explaining the channel characteristics.  But when a large scale simulation is attempted with them, the number of calculations involved slow the simulation considerably.  Many authors have accepted a simplified channel model that works well when channel gains need to be calculated for several mobiles to several base stations.  This model is
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where ( ranges between 2.7 and 4, and ( is a normally distributed random variable in dB, with mean of 0 dB and variance between 5 and 12 dB, with a typical value of 8 dB.  It may seem a little odd to have power drop off at a rate greater than 1/d2, which is the normal free space attenuation, but consider that this model does not include attenuation effects due to reflections and scattering, as well as other atmospheric effects.  It is quite good for a rough estimate of the channel.  The normally distributed random variable will simulate some of the random environmental clutter.  

Code Division Multiple Access (IS-95) Cellular

	Code Division Multiple Access (CDMA) is a way of providing multiple channels on the same frequency to multiple users.

What is CDMA?

	In a multiple user communications system, users are given a particular channel to transmit information over.  Usually the channels are separated by frequency, as in frequency division multiple access, or users can be given a repeating time slot to use, as in time division multiple access.  CDMA is a method for providing multiple access, where each user is given a different code.  These codes allow the receiver to demodulate only the particular users information, even though other users are transmitting on the same frequency at the same time.

Direct Sequence Spread Spectrum [Pet 95] [IS-95]

	Direct Sequence Spread Spectrum was first developed for use by the United States military as a secure, jam-resistant, and covert way of communicating.  The idea then was to artificially spread the signal over a frequency range.  In a normal digital signal, the baseband bandwidth is equal to the information rate, measured in bits per second.  In a direct sequence spread spectrum system, each bit is represented as a distinct series of chips.  This “spreads” the signal over a wider band, while maintaining the same transmit power.  Unless the series of chips is known, the information cannot be obtained from the signal.  Figure 2 demonstrates the concept of direct sequence spread spectrum.
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Figure 2  Direct sequence spread spectrum representation of a binary signal.  A 1 bit is represented by a 11010 sequence, and a 0 bit is represented by its compliment, a 00101 sequence.  



	A direct sequence spread spectrum signal is recovered by multiplying the received signal by the same sequence, synchronized with the transmitted signal.  This allows recovery of the information sequence from the spread signal.

	There are a special class of spreading sequences called “Walsh codes.”  Walsh codes are rows of what is known as a Hadamard matrix.  The rows of a Hadamard matrix are orthonormal, that is, when a row is multiplied by itself and summed, the result is 1, but if two different rows are multiplied together and summed, the result is zero.  Each user in a CDMA system use a distinct row in a 64 X 64 Hadamard matrix as a spreading code.  This allows the base station to determine which signal is which, and properly route the information stream.  An 8 X 8 Hadamard matrix, along with a brief explanation of how it is formed is shown in Figure 3.
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Figure 3  Example of a Hadamard matrix.  (a)  An 8 x 8 Hadamard matrix.  (b)  The base Hadamard matrix.  Bigger Hadamard matrices are formed by repeating the current matrix in the pattern of the base matrix.



	The CDMA system also uses two other long spreading codes.  The first is to insure privacy.  It is a long sequence, so only the transmitter and receiver are properly synchronized, making it difficult to eavesdrop on a users transmission.  The other long sequence is used to differentiate between cells, allowing adjoining cells to use the same frequency, and the same Walsh codes, and still differentiate users.  Both of these codes are exclusive ored with the information stream.  The second sequence is time offset between cells, so that mobiles only need to change their chip timing to tune to a new cell.

What is Power Control?[Pet 95] [IS-95]

	Power control has been used with several cellular systems to obtain performance improvements, specifically to reduce the signal to interference ratio of a given cell.  But in CDMA, power control becomes necessary due to something called the “near-far problem.”

The Near-Far Problem

	The near-far problem is a direct result of having multiple users in the same frequency band.  In order to properly distinguish users, (that is, for the Walsh codes to be orthonormal) all of the received signals must be of the same or nearly the same power.  But in a cellular system, not all user signals are received at the same power levels, because of attenuation due to distance, and signal fading.  This creates a problem, where close-in users will literally jam, or overpower users at the cell boundaries, or users undergoing deep fades.  In fact, the power difference between close in users and users at the cell boundaries can be as much as 60 dB (which translates into a factor of 1 million times more powerful).  In order to correct this problem, power control is used.  Power control is a feedback system whereby the base station dictates to each mobile transmitter how much power each transmitter can use to transmit with.  The base station attempts to make each user equal in received power at the base station.  This is accomplished by transmitting messages over a control channel, which each mobile monitors.

	Another factor that power control is used to minimize is the carrier to interference ratio.  Power from each mobile is minimized, in order to minimize the C/I ratio for each signal at the base station.

	Power control is performed in two ways in the IS-95 standard.  Open loop power control is performed by the mobile itself, while closed loop power control is done in conjunction with the base station.  Open loop power control is started by ‘probing’ the access channel.  The mobile will transmit at 
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where Po is the output power, � EMBED Equation  ��� is the average received power, NOM_PWR is a system variable indicating nominal power, and INIT_PWR is a system variable indicating the initial power offset.  INIT_PWR is used to reduce the initial transmit power to just below the required transmit power.  All parameters are in dBm.  This keeps the transmitter from starting off at too high of a power level.  The mobile will transmit these probes, incrementing the output power by PWR_STEP, a system variable, until the base station answers.  A similar procedure is used on the reverse traffic channel, with the power corrections learned from probing the access channel added to the initial transmit power.

	Closed loop power control is performed by using information sent from the base station.  The mobile will listen for a power control bit on the second time slot after the mobile has transmitted.  A one bit indicates to the mobile that it should reduce its mean power output by 1 dB, and a 0 power control bit indicates a required increase of 1 dB in mean transmitted power.  The base station will estimate the power of the mobile in a pre-determined frame in the sequence, and transmit the power control bit two time periods after the estimation.

How are Handoffs Performed? [Pet 95] [IS-95]

	In a cellular system, when an active mobile user moves from one cell to another, a handoff is performed, allowing the mobile to make contact and transfer the call to the new base station for the cell the mobile has moved to.  There are two types of handoffs.  A hard handoff is when the mobile disconnects from the first base station, re-tunes the transmitter and receiver, and connects to the new base station.  A soft handoff is when the mobile first makes contact with the new base station before breaking contact with the old base station.  In a soft handoff, the call will be transmitted to two cells simultaneously for some (hopefully short) period of time.

Soft Handoffs

	Soft handoffs are performed in CDMA when the receiver does not have to change frequencies or frame offset to acquire the base station.  Mobile receivers determine which base station by monitoring a pilot channel, which is a distinct chip sequence offset in time to make it distinct from other pilot sequences on the same frequency.  The sequence being offset is the final spreading sequence used to distinguish the various base stations on the same frequency.  The Walsh function used for the pilot sequence is the all zero sequence.  

A mobile will scan a set of an active set and candidate sets of pilots.  The neighbor set and remaining set is also scanned for potential handoff candidates, although with a lower priority than the active set and candidate set.  The active set is the set of pilots with Forward Traffic Channels currently assigned to the mobile station.  The candidate set is the set of pilots not in the active set, but with pilots with enough strength to be successfully demodulated by the mobile.  The neighbor set is the set of possible handoff candidates not in the active or candidate sets.  The remaining set is the set of all pilots in the system not in the previous three sets.  The base station will indicate to the mobile the search window, in which the mobile will look for the pilot sequences of the pilots in the above sets.  Once the mobile has found a pilot of sufficient strength, the mobile will tell the base station.  The base station will then assign a forward traffic channel, and direct the mobile to perform a handoff operation.  

The mobile maintains a handoff drop timer, which is started whenever the signal strength of a pilot in the active set or candidate set falls below a preset value.  Table 2 shows the values of the drop signal strength and the associated timer values.  Pilot signal strength is calculated by Equation 27.



Table 2  Pilot strength threshold and corresponding timer values [IS-95].



Signal Drop Threshold�Timer Expiration (seconds)�Signal Drop Threshold�Timer Expiration (seconds)��0�(0.1�8�27��1�1�9�39��2�2�10�55��3�4�11�79��4�6�12�112��5�9�13�159��6�13�14�225��7�19�15�319��
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The base station will indicate which pilots are to be in the mobile’s active set, candidate set, neighbor set, and remainder set after each handoff.  

Adaptive Power Control

	Precisely controlling the power from a mobile user can keep the SIR to a usable level.  The problem is, that when a mobile goes into or comes out of a deep fade, (severe signal loss condition), the base station may be unable to increase or decrease the mobile’s transmit power at a fast enough rate to maintain either a good connection, or to prevent the mobile from causing too much interference with the other mobiles.  An adaptive power control scheme has been proposed by Lee and Steele [Lee 96], where each mobile saves the last seven power control bits sent by the base station.  Rather than changing the transmit power in 1 dB step sizes, the transmit power is changed by
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where (i=( when g = 0, and ( is a system parameter.  The value of g is determined by table look-up on the values of the last seven power control bits.  Table 3 shows the look-up values for g versus the seven power control bits, R0 being the most recent, and R6 being the oldest.



Table 3  Step size adjustments for the adaptive power control scheme.



R0�R1�R2�R3�R4�R5�R6�g��1�1�1�0�x�x�x�1��1�1�1�1�0�x�x�3��1�1�1�1�1�0�x�2��1�1�1�1�1�1�0�1��1�1�1�1�1�1�1�0��0�1�1�1�1�1�1�3��0�1�1�1�1�1�0�2��0�0�1�1�1�1�1�3��0�0�0�1�1�1�1�2��0�0�0�1�x�x�x�1��0�0�0�0�1�x�x�2��0�0�0�0�0�1�x�2��0�0�0�0�0�0�1�0��x = don’t care,  g = 0 for combinations not listed



	The step size is implemented by  
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where the sign(R0) indicates which way the power should be incremented.  According to the IS-95 standard, if R0 is a 1, the transmit power should go down, if it is a zero, it should go up.

Variations on the Handoff Protocol

	Several variations have been proposed for the handoff protocols in cellular radio.  In the IS-95 standard, a soft handoff is started if the mobile can successfully demodulate the signal from the base station.  This can lead to unnecessary handoffs for mobiles at the cell boundaries.  Several proposals have been made to resolve this problem, and reduce the number of unnecessary handoffs.  Pollini overviews these in his IEEE Communications Magazine article [Pol 96].  

	The IS-95 algorithm effectively uses relative signal strength to determine when to initiate a handoff.  There are several modifications to this, as listed below:

Relative Strength with Threshold.  This algorithm requires that the current signal strength be below some threshold before handing off.  Figure 4 shows the relationship between the two signals, and where a handoff will occur.  If the threshold is set at T1, the handoff will not occur until point A, since this is the point where the second signal becomes greater than the first.  If threshold T2 is set, the handoff does not occur until point B.  If threshold T3 is set, the mobile is allowed to roam too far into base stations 2’s cell, causing interference problems.
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Figure 4  Demonstration of the relative signal strength with threshold criteria.



Relative Signal Strength with Hysteresis.  With this criteria, a handoff is not initiated until the signal from the second base station is greater than the signal from the first base station by some hysteresis margin h.  Figure 5 shows the timing for this.  In this case, the handoff will be initiated at point A, since that is the point where the signal from base 2 is greater than the signal from base 1 by h.
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Figure 5  Demonstration of the relative signal strength with hysteresis criteria.



Relative Signal Strength with Hysterisis and Threshold.  The handoff will be initiated only if the signal from the first base station drops below a threshold, and the signal from the second base station is greater than the first by some margin h.  This is shown in Figure 6, where if the threshold is either T1 or T2, the handoff will occur at point B.  If the threshold is set at T3, the handoff will occur at point C.
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Figure 6  Demonstration of the criteria for the hysteresis and threshold criteria.



	There are also handoff algorithms which attempt to predict the future value of the signal strength.  An algorithm of this type is shown in [Kap 94].  It is also possible to use a comparison of SIR or bit error rates to determine the need for a handoff.

Call Admission Algorithms Based on Signal to Interference Ratio

	Call admission in a direct sequence spread spectrum system is not as easy as assigning a new channel when a new call is placed in the system.  Since all users are transmitting over the same frequency band, all users interfere with each other.  Adding another user causes more interference, degrading the quality of service for current users, and potentially causing dropped calls.  Several researchers have proposed algorithms to overcome this problem, most of them based on measuring SIR to determine whether the new call can be accepted.

	Liu and El Zarki proposed two models for call admission based on SIR [Liu 94].  The first algorithm is a localized algorithm, that is, the decision is based totally on the measured SIR at the base station.  The second algorithm uses the local SIR measurements as well as measurements from surrounding cells.  Both algorithms are presented below.

	In order to understand the algorithms, several definitions need to be made.  First, Liu and El Zarki assumed a path loss model of
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which is the same as Equation 25.  The SIR for base station k can be written as
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where dih is the distance between mobile i and base station h, and (ih is the log-normal shadowing between mobile i and base station h.  



Algorithm 1

Each base station makes periodic measurements of the reverse link SIR, that is, they measure the interfering power received.

Estimate the residual capacity (k is estimated using the formula 

� EMBED Equation  ���				     (32) where SIRTH is the SIR threshold at the base station receiver input, which is a design parameter.

Check each call requested in the cell.  If (k is greater than 0, then the new call is accepted, and (k is reduced by 1.  If (k is less than 0, the call is rejected.

Algorithm 2:

Each base station makes periodic measurements of the SIR of the reverse link, and requests that information from the base stations around it.

Residual capacity (k is then estimated and updated according to � EMBED Equation  ���                                            (33) where                                                                � EMBED Equation  ���                                                           (34) where ((k) is the subset of cells adjacent to k and including k, and ((k)(k) is the subset of cells adjacent to k excluding k.  ( is the estimate of interference coupling between adjacent cells.  It is considered a design parameter.

Check each call requested in the cell.  If (k is greater than 0, then the new call is accepted, and (k is reduced by 1.  If (k is less than 0, the call is rejected.



Alternate Power Control and Base Station Assignment

	Several proposals have been made to improve the proposed CDMA power control algorithm.  Most try to minimize signal to interference ratio, and maximize capacity by minimizing total transmitted power.  

Power Control and Base Station Assignment Algorithms Based on SIR

	Two papers published nearly simultaneously suggest essentially the same algorithm, with a few exceptions.  Yates and Huang use linear programming techniques to minimize total transmitted power, with constraints on minimum SIR [Yat 95].  Hanly suggests the same algorithm, while allowing for restrictions on cell site allocations [Han 95].  

	Starting with the algorithm proposed by Yates and Huang, we can assume M base stations and N users, and write
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where pi is the transmitted power for the ith user.  If we write hki as the path gain (loss) between the ith mobile user and the kth base station, we can write the power at the kth base station as pihki.  We use one of the path models presented previously to determine hki, remembering that the value of hki is not in dB for these equations.  We can the write the interference for the ith user at the kth base station as
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We then define a base station assignment vector [a1,…,aN], where ai = k if user i is assigned to base station k.  We can now write our minimization problem as
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where (i is the target SIR for the ith user at base station assignment ai, and (ai is the noise associated with the ith user at base station assignment ai.  If we assume fixed base station assignments, we can re-form our problem as
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which is a simpler problem.  G is defined as
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that is, the i,j element of the matrix G is the jth element of vector Hi for a given channel assignment ai.  The vector ( is defined as
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that is, the ith element of ( is the target SIR for user i times the noise associated with user i at base station k divided by the gain between user i and base station k.

	We can now write the formulas for iteration as
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where
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and
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with the channel assignment determined by

� EMBED Equation.2  ���			       (44)

Simply put, the algorithm calculates the power required for mobile i to transmit to base station k, assuming that other mobiles do not change their transmit power.  The minimum transmit power is chosen, by Equation 43, and the base station corresponding to this transmit power is chosen by Equation 44.  The iteration step can be simply written as
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where n is the iteration step, and Rk is the sum of the received power and noise at base station k.

	To summarize, in order to determine the minimum power vector and channel assignment:

Determine the noise associated with each base station.

Determine a starting power vector p.

Determine the target SIR for each user.  

Calculate the path “gain” between each mobile and each base station using either the Hata model, or a simple exponential path loss model with or without log-normal shadowing.  This can be represented by a N x M matrix, with the rows being individual channel assignments and the columns representing base stations.

Calculate the transmit power at time n for each user value using Equation 45.

Repeat step 5 until the power vector converges to a solution.



Example:

	We will assume 2 mobiles and 2 base stations for this simple example.  The mobiles and base stations will be placed as in Figure 7.  From Figure 7, we can write the distance between mobiles and base stations, shown in Table 4.  From this information, we can use the exponential model to determine the path gains between the mobiles and base stations.  This is shown in Table 5.  If we assume a desired SIR of 1/20, and an initial power vector of [1 1]W, we can use Equation 45 to calculate the minimum power requirements.  These calculations are shown in Table 6.  As can be seen from Table 6, the minimum channel assignment at this iteration is mobile 1 to base 2 with p1 = 0.0205W, and mobile 2 to base 1 with p2 = 0.0086W.  The next iteration will use the powers calculated in Table 6 to calculate the next set of power levels, and determine the next channel assignments.  
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Figure 7  Diagram showing the position of the mobiles with respect to the base stations for the example.

	 

Table 4  Distances between the mobiles and base stations in Figure 7.



Distance (m)�Mobile 1�Mobile 2��Base Station 1�� EMBED Equation  ����� EMBED Equation  �����Base Station 2�� EMBED Equation  ����� EMBED Equation  �����

Table 5  Path gain for the mobile to base station paths in Figure 7.



Path Gain h�Mobile 1�Mobile 2��Base Station 1�0.01�0.0031��Base Station 2�0.0059�0.04��

Table 6  Power required to transmit from a mobile to a base station for minimum SIR.



Power Requirements (W)�Mobile 1�Mobile 2��Base Station 1�0.0205�0.1774��Base Station 2�0.3475�0.0086��

	After four iterations with this simple example, the algorithm converged to p=[0.005021, 0.001287], with mobile 1 assigned to base 1, and mobile 2 assigned to base 2.

	The algorithm may not allow each user to obtain an acceptable SIR.  A mobile may not have an acceptable SIR if the SIR is not within some range of the target.  [Yat 95] take the range to be ( 1 dB of the SIR range.

	As mentioned before, Hanly [Han 95] proposed the essentially the same algorithm.  He did however, limit the possible cell sites that a user i could be assigned to the set D({1,2,…,M}.  The set D should be picked such that it only contains base stations close to the mobile.  This modification reduces the number of base station assignments that need to be checked.
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